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Editorial

Common Design and Analysis Issues in
Clinical Trials

Because I review manuscripts and protocols for clinical trials,
I observe a number of recurring issues. These issues mostly
relate to the statistical analysis but also include appropriate
characterization of the trial itself.

Many reports of randomized controlled trials contain a
table showing the baseline characteristics for each of the
treatment groups, and some journals advocate use of signifi-
cance tests to compare the groups at baseline. Indeed, the
CONSORT (consolidated standards of reporting trials)
statement supports inclusion of a baseline table; it also warns
of the inappropriateness of using significance tests for
comparison1. In statistics, hypothesis/significance tests
concern population variables, and if indeed the allocation was
randomized, a null hypothesis of no difference is true.
Moreover, as Senn points out, an imbalance does not neces-
sarily imply a problem with randomization; nor does a lack
of imbalance prove randomization was successful2. Often,
the results of baseline testing are used to decide which
variables, if any, to include in an adjusted analysis of the
outcome. Pocock, et al point out that baseline imbalance does
not dictate the need for adjustment but rather it is the strength
of the relationship between a baseline variable and the
outcome3. Instead of p values, baseline comparability should
be considered from the standpoint of clinical significance.
Even then, imbalance should not be the criterion for inclusion
in an adjusted model. In addition to the unadjusted analysis
in the clinical trial, there may sometimes be a clinically
compelling rationale to adjust for a small number of
covariates irrespective of baseline imbalance.

Another setting where testing is inappropriately carried
out involves normality of outcomes in preparation for a t-test
or regression model. However, it is important to understand
the precise role and importance of normality in these situa-
tions. Whether it is comparing 2 treatment groups or fitting a
multiple regression model, it is the unexplained differences
in the outcome (i.e., residuals) that should be normally
distributed, not the raw data themselves. For example, if 2

groups have different means, even if the data are normally
distributed in each group, the combined data will not be
normally distributed. Figure 1 illustrates the situation using
simulated data. After accounting for the different means,
normality would be recovered in this example. Therefore,
testing normality should not be a preliminary activity but part
of model diagnostics. An undesirable consequence of testing
for normality is the desire to transform a variable to achieve
it. Interpretation of treatment effect of transformed data
becomes very difficult clinically and it is not a simple matter
of reversing the transformation on the treatment effect. This
is unfortunate because inferences based on regression
methods, including the t test, are quite robust to departures
from normality. Normality testing should be conducted on
residuals rather than on raw data, and transformations should
be a last resort.

Another situation in which a less than ideal analysis is
often conducted is when a continuous outcome is measured
at baseline (before) randomization and again at some
followup time. The implicit goal in such a design is to see
whether one group changes (e.g., improves) more than the
other. This leads to a simple comparison of the average
within-patient change by means of a t test. As Vickers and
Altman point out, there are problems with this approach and
they recommend an ANCOVA approach4. Among other
things, the ANCOVA correctly adjusts for any baseline
differences. Further, if an ANCOVA is performed using
change as the outcome and baseline as the covariate, the
estimates and inference associated with the treatment
variable are identical to an ANCOVA using followup as the
outcome. Another benefit is that an ANCOVA can result in
normal residuals when an outcome is non-normal (even after
accounting for group differences in the mean). Figure 2 illus-
trates this using simulated data. For repeated postrandom-
ization measurements of the outcome, the path is less clear.
Mixed-effect models are needed in that case; however, the
interpretation of the treatment effect is harder to understand.
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It is far cleaner, in most cases, to choose a clinically relevant
followup time for the primary analysis and perform the
ANCOVA as the primary, and reserve the mixed-effect
analysis as the secondary, especially to consider
group-specific trajectories through the time-by-treatment inter-
action. However, it is often the case that an insufficient number
of followup points are obtained to examine trajectories.

The preceding issues are all related to internal validity of
trial results. More recently there has been a growing interest
in the generalizability of trial findings. This has led to
increased interest in categorizing trials as explanatory or
pragmatic. Thorpe, et al describe in detail distinguishing
characteristics of explanatory and pragmatic trials, but in the
simplest terms possible, explanatory trials seek to answer the
question, “Can this intervention work under the right circum-
stances in the right patients?” while pragmatic trials seek to
answer the question, “Does this intervention work in
practice?”5 Pragmatic trials are often considered to have a
more generalizable result than explanatory trials. Many
trialists are familiar with the phase I, II, III, and IV desig-

nation of clinical trials in the drug development process.
Although phase I-IV trials have their places in the
explanatory-pragmatic spectrum, they do not cover all
possible trial designs. 

The trial reported by Moonaz, et al in this issue of The
Journal is one such example6. One matter that adds to the
complexity of categorizing trials is the existence of feasibility
trials. The primary goal of a feasibility trial is to assess whether
a full-scale trial can be conducted. Therefore, with the
exception of the study outcomes, all other design elements of
the feasibility trial protocol should mirror the design elements
of the full-scale trial. If the full-scale trial is explanatory, the
feasibility trial will also be explanatory in character, and if the
full-scale trial is pragmatic, the feasibility trial will also be
pragmatic in character. The term “feasibility” can be used as a
qualifier for both explanatory and pragmatic trials.

One cannot hope to do justice to any of these topics, let
alone all of them, in a single editorial. Nevertheless, I hope
this will serve as useful guidance in analyzing and reporting
clinical trials.

1076 The Journal of Rheumatology 2015; 42:7; doi:10.3899/jrheum.150461

Personal non-commercial use only. The Journal of Rheumatology Copyright © 2015. All rights reserved.

Figure 1. The top 2 panels show histograms of simulated, normally distributed data from 2 groups with different
means. The bottom panel shows the histogram of the 2 groups combined and is very clearly not normally
distributed.
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Figure 2. The graphs in the top row are normal QQ plots of simulated non-normal data that could arise in a
clinical trial. Panel A is for one treatment group and panel B for the other. Each panel has the pre- and post-data
plotted. The curved nature of the plots indicates quite severe lack of normality. The bottom panel shows the
normal QQ plot of the residuals from a regression (ANCOVA) model applied to the simulated data. The plot
indicates good agreement between the residuals and a normal distribution. 

 www.jrheum.orgDownloaded on April 3, 2024 from 

http://www.jrheum.org/

